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Abstract - Recently, educational data mining has become very 

helpful in decision making in an educational context and hence 

improving students’ academic outcomes. Thus, the goal of this 
study was to create a predictive model to predict students’ 
academic performance based on a neural network algorithm. 

Authors implemented a Neural Network data mining technique 

using Anaconda 3 as datamining tool to extract knowledge 

patterns from student’s dataset consisting of 131 students with 
22 attributes for each student. The classification metric used is 

accuracy as the model quality measurement. The result 

indicates that when SGD optimizer was applied, the accuracy 

was below 80%. While, when Adam optimization technique was 
applied the accuracy improved to more than 96% which is more 

than a satisfactory percentage for our predictive model. This 

indicates that the suggested NN model can be reliable for 

prediction, especially in social science studies like education.  
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I. INTRODUCTION 

 
The rapid advancement of science and technology, especially 
information and communication technology (ICT), is a fact 
which cannot be denied. The existence of ICT makes human 
life easier than some decades ago. ICT increasingly shows its 
glory in various fields of life, one of which is the educational 
aspect [1], [2]. The development of ICT encourages various 
educational institutions to use artificial intelligence to 
increase the effectiveness and flexibility of learning for better 
academic outcomes.  
 
Currently, data mining has become an interesting topic for 
many researchers in various fields such as medicine, 
engineering, and even educational field. Especially in 
educational context, through mining of students’ data, it has 
become easier to make decisions concerning students in their 
academic performance. The prediction of students’ 
performance is a vital matter in educational context as 
predicting future performance of students after being 
admitted into a college, can determine who would attain poor 
marks and who would perform well. These results can help 
make efficient decisions during admission and hence 
improve the academic services quality [3], [4], [5]. 
 
 

A. Related Work 

Various studies have been conducted concerning data mining in 
educational context for uncovering knowledge patterns from 
students’ information for improving academic performance of 
students. This current study will base its theoretical background 
based on the previous research done on the educational data mining 
contexts as explained below. 
 
The study was conducted on engineering students based on different 
mining techniques for making academic decisions. Techniques 
involving classification rules and association rules for discovering 
knowledge patterns, were used to predict the engineering student’s 
performance. The study experiment also clustered the students based 
on k-means clustering algorithm [6]. In another study, students’ 
performance was evaluated based on association rule algorithm. The 
research was done by assessing the performance of students based 
on different features. The experiment was implemented based on 
real time dataset found in the school premises using Weka [7].   
 
Baradwaj and Pal explained in their study on student’s assessment 
by using a number of data mining methods. Their study facilitated 
teachers to identify students who need special attention to reduce the 
fail percentage and help to take valid measure for next semesters 
[5]. Also, another study was done to develop a classification model 
to predict student performance using Deep Learning which learns 
multiple levels of representation automatically. They used 
unsupervised learning algorithm to pre-train hidden layers of 
features layer-wisely based on a sparse auto-encoder from unlabeled 
data, and then supervised training was used for the parameters fine-
tuning. The resulted model was trained on a relatively huge real-
world students’ dataset, and the experimental findings indicate the 
effectiveness of the proposed method to be implemented into 
academic pre-warning mechanism [8].    
 
Other researchers developed models to predict students' university 
performance based on students' personal attributes, university 
performance and pre-university characteristics. The studies included 
the data of 10,330 students Bulgaria with every student having 20 
attributes. Algorithms such as the K-nearest neighbour (KNN), 
decision tree, Naive Bayes, and rule learner's algorithms were 
applied to classify the students into 5 classes: Excellent, Very Good, 
Good, Bad or Average. Overall accuracy was below 69%. However, 
decision tree classifier showed best performance having the highest 
overall accuracy, followed by the rule learner [9, 10].      
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Recently, the study was conducted to predict user’s intention 
to utilize peer-to-peer (P2P) mobile application for 
transactions. Logistic regression (LR) analysis technique 
together with neural network were used to predict the 
technology adoption. The results indicated that NN model 
has higher accuracy than LR model [11]. Another study 
proposed a student performance model with behavioral 
characteristics. These characteristics are associated with the 
student interactivity with an e-learning platform. Data mining 
techniques such as Naïve Bayesian and Decision Tree 
classifiers were used to evaluate the impact of such features 
on student’s academic performance. The results of that study 
revealed that there is a strong relationship between learner 
behaviors and its academic achievement [12].  
 
In this study, a predictive model is created based on neural 
network (NN) classification algorithm in predicting academic 
performance of students by using students’ behavioral 
characteristics and their distinctive demographic data as 
variables. A predictive model using NN data mining 
approach can help in making decisions and conclusions on 
academic success of students hence enhancing academic 
management and improve education quality. 
 
B. Background 

Analysis of students’ educational data using data-mining 
techniques helps extract unique information of students from 
educational database and use that hidden information to solve 
various academic problems of students by understanding 
learners, improve teaching-learning methods and process 
[13], [14]. Moreover, these data mining techniques help 
educational stakeholders to make quality decisions to 
enhance students’ achievement. Different data mining 
methods can solve different educational problems such as 
classification and clustering. The famous known data mining 
method in prediction models is classification. Various deep 
learning algorithms like Neural Networks, are used under 
classification matter [15].  
 
Various methods like Decision tree and Naïve Bayesian were 
used by many researchers for predicting learners’ academic 
performance and make decisions to help those who need help 
immediately [14]. Other researchers used ensemble methods 
such as Random Forest (RF), AdaBoosting, and Bagging as 
classification methods [14], [16]. In this current project, a 
predictive model is created based on neural network (NN) 
classification algorithm in predicting academic performance 
of students.   
 

II. METHOD 
 

A. Data Collection and Preparation 

The student data implemented in this study were obtained 
from the study by [13]. and can be freely accessed and used 
from UCI Machine Learning Repository website. The dataset 
comprises demographic information, socio-economic 
features, and academic information of students. The total 
number of attributes of the dataset after data cleaning is 
twenty-two (22) consisting of 131 (instances) students. Note 
that, according to the source of dataset description, the 

dataset is supposed to have 300 instances (students) [13]., but 
actually the dataset only has 131 instances.   
Since the dataset contains variables with different categories, there 
was a need to transform them into a form the computer and NN 
model can process. The dataset consists of three main categories of 
variables, namely nominal variables with two categories, variables 
with numerical, and nominal variables with three or more 
categories.  Nominal variables with two categories were transformed 
using label encoder mechanism. While, those with three or more 
categories were transformed using one-hot encoding (dummies 
method). Furthermore, continuous numerical variables were 
transformed by normalizing them using min-max scaler mechanism 
for normal distribution. Table 1 shows the description of all 
variables in the dataset [13].     

Table 1. Dataset description 

 
 
B. Methods and Tools  

For this study, authors used Anaconda 3 software environment for 
python machine learning language together with keras machine 
learning library and specifically TensorFlow utility which is 
powerful to create and evaluate the proposed NN classification 
model [17], [18], [19]. Keras is a python library widely used in 
deep-learning that run on top of TensorFlow and Theano, providing 
an intuitive best API for Python in NNs [20],  [21].   
 

III. RESULTS AND DISCUSSION 
 

After data transformation, the inputs increased from 22 columns 
(inputs) to 70 columns and the output (classification outputs) of 3 
outputs making a total of 73 columns in the NN model matrix. After 
that, the dataset was split into train data and test data with 25% of 
data for testing and the remaining percentage for training.  
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The following step was to create a predictive model based on 
Neural Network algorithm to evaluate the attributes which 
influence directly or indirectly student's academic success. 
Moreover, cross validation with 10-fold was used to divide 
the dataset for training and testing process. Then the process 
was followed by fitting the model by 50 iteration (epochs) 
with 10 batch-size of inputs and then followed by model 
evaluation for generating knowledge representation. The 
evaluation measure used is accuracy for classification 
quality. Accuracy is the proportion or ratio of the total 
number of correct predictions to incorrectly predicted. 
 
The NN predictive model consists of three layers: (1) input 
layer with 70 neurons, (2) hidden layer with 100 neurons and 
(3) output layer with 3 outputs. The input layer receives input 
data from 22 attributes and the output layer send output of 
three grade categories, namely Good, Average, and Poor. 
There is a hidden layer between the input layer and output 
layer. Figure 1 below shows the NN model structure created 
by a python code. 

Fig. 1. The NN model structure created by a python code 

 
In this project, accuracy is used as the metric for measuring 
prediction quality of the developed NN model. Also, only 
NN algorithm was used for classification of the student 
dataset.  The result of the experiment has two versions due to 
the implementation of two different model optimizers 
namely, Adam and Stochastic gradient descent (SGD).  
 
The result indicates that when SGD optimizer was applied, 
the accuracy was below 80%. While, when Adam 
optimization technique was applied the accuracy improved to 
more than 96% which is more than a satisfactory percentage 
for our predictive model developed using NN algorithm. The 
knowledge patterns and results discovered in this project 
after applying NN classification method indicate that 
different attributes of students have impacts on their learning 
process as it can be seen in the classification accuracy results. 
The Figure 2 below illustrate a part of last iterations and 
accuracy result after running the NN algorithm. 
 
Also, Figure 3 depict the python code used to create, fit, and 
validate the NN model. Note that, for simplicity, the code 
blocks used to encode (transform) the dataset is omitted.   

Fig. 2. Part of last iterations and accuracy result. 

 
Fig. 3. Piece of python code used to create, fit, and validate the NN model 

. 

 
 

IV. CONCLUSION 

 
Education is a vital element in any community for their social-
economic development. Data mining techniques or business 
intelligence allows extracting knowledge patterns from students’ 
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raw data offering interesting chances for the educational 
context. Particularly, various studies have implemented 
machine learning techniques like Decision Tree and Random 
Forest to enhance the management of college resources and 
hence improving education quality.   
 
In this study, the authors have presented a predictive model 
using NN technique to learn the patterns from students’ data 
and predict their academic performance. By applying data 
mining techniques on students’ database, academic 
stakeholders can find the important factors which have direct 
or indirect impacts on the student’s academic success. The 
knowledge patterns and results discovered in this study after 
applying NN classification method indicate that different 
attributes of students have impacts on their learning process 
as it can be seen in the classification accuracy results. The 
final classification accuracy obtained was 96.95% which is 
more than satisfactory percentage for the predictive model 
developed using NN algorithm.  
 
Like other studies, this study is with some limitations too. 
One of which is the dataset can only be applied to the similar 
context as this study. Also, the results presented here 
involves the accuracy as the only predictive measure of 
model quality. Moreover, only one algorithm, NN algorithm 
was used for classification purpose.  
 
For future studies, authors intend to use the localized student 
data from a particular university in Yogyakarta city. Also, in 
the future we expect to apply other data mining methods such 
as RF, DT, and others for comparison. Moreover, future 
experiments will add more measurement classification 
qualities such as Precision, sensitivity, and Recall.   
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